Distributions (Solutions) – Breakout Session on Mar 11, 2021

1. Uniform Distribution

Suppose the Sun is situated at the centre of a galaxy whose radius is exceedingly large. Furthermore, all the stars in the galaxy have the same absolute magnitude M, the stellar distribution has a uniform density *n* (stars per unit volume) and there is *no* interstellar attenuation.

Moreover, suppose you observe the sky in a small solid angle ω, as in the figure below:

![http://burro.case.edu/Academics/Astr222/Galaxy/StarCounts/omega.gif](data:image/gif;base64,R0lGODdh+QHBAPAAAAAAAP///ywAAAAA+QHBAAAC/oyPqcvtD6OctNqLs968+w+G4kiW5omm6sq27gvH8kzX9o3nOgX0+w8MCofEYgkQ8BmXzKbzSeohoQkl9YrNaolSqXa6DYvH5Gj3DKZay+y2+41Ay7NpuP2OL8q9h3P+DxgoGLJXZ+CnZji4yNi44bOm4MX3hOh4iZkpSdnAxylkqKg5SnqH+MlAidoSWjcZWRorWzaXJFq1BusSmft6OwscrIeGq1u8KWOVpmws7PycQ3zbHKdLfaIKxvwL3e3NQgxxfWjNbdI7pbT6zd4uUhuxfrwwfrRc3Wfuvs8vEc5Tr1k9M9rw2eqHMKE/Sxbk5fvlEFs6dRQVWrxIrguH/oDUIp6DBHKiPoxtFI0kmdHjBI7mBtoTGQflIFguLf7z4FFlTZk8M/Z52DMlpBE5Xe4MivJevp4330XUKE4lIaSjei21aQsqinFSr6roStXUMqUJm0rkpnXhCrBh7WTz6s5siqdHD86t29aNVXJx5d5Fy5bvVrx59YbM2g2JX3DXAsM1k6owI6iEZ6adcXnTSXqbL1SWDDqIYoY16HbWbC+06i+Lkzl0jJro6dW0bcDb0Rg2Mqe1ew8ZrZsx4NkOiBc37rtk1cxATCPf/eFzcjLBt/h5vis3dugdpE8X4x3L7WHDZUff/t06eietf2s/h3N9evHyl7Tn0rH68e71/udDCU/eUHTIw9xUj/TnH3sI/nCfffkBWNyBCU624A3XjVFgVhVyB9CEFJbUYBMZZmieZxt66B51JA4okH4NnQYhiky4aBtptBBI44sVxCijg+JpyCNuiKWSo2cd9ghIkGvZaJgxK9610olIMiglQU+CNyRnSh4Zz5R/bGlllc2twmQMXInppYVobhSiiuuU+UJRaYrl3pXKkQmna/vN6daaOwLpCJN2ZgeRn3zCAKYGeeZh44VjEnkoHImaOOgbjQIKiiiTRoqZoUQu+qU044HCGaeGlQZqqIWMKlorprKx6acCYgJcIUDNONarsHoKZKy42hqbjz7piqGfbSo3/qyGScTj63mCEYslNr02UitpYDWLk13QgiflsTfu0UlN2PI37rbShskrDSJ5K265iqZrLmROVfrFQ6kGuxC8Jsar3nn0XrGut3tG6aC+/MZH7r/0CawWlym6e3C27yo8o1AUv9gZxDuOFvF/xt3LIsMSRmkws892bMRRIqc8R8nXlvwAMyjjCtDFdbas5mYam/zYzI9GZfOYrOrwMsylGuRzpjGDHODKiOq8c7gcJh2NSZiGzPTPBFdtktFUT+10zmET3S7Xn35dtb2KsWdxkVTqbDakaIsd9C5tF4RH2TUuPbea2v4qjSBGRX2y3H3HWfdXd3vtNw+o8ny44kOT/j32qY532nDkH1HmtTbgPrOTxoNrjm6udGd9CVvw6k16wuV0Gng/oaebMeNztlbuqhe1a3u4vU9YbUtiAssU6ym2XvPoL1WemPFKI38cvTHqvlroLEMvybQ6svl5bS9fj732GOBFvH+8DwP95FvHvPjvscDoPi6aM/+3lvSDdj5+aN8PV/m6zo6+pPFvKata27YAiJ/4IWSAP7GL2zxkvQCaS30Z6N7cEHi8/6GuE4vL0uFqJ8FIURBjjVIgVUBYp0NVroADi9z39Del4B3If2dr3eBMWLgErYx620Oe87Smww32qjqEm84PqTQfgYFLPkVMTtFg6JsRVgNnhMCh/mSOiBsr9mkSQKPiR8LXsxa2SjWxk5UUnQXGHIoRiYWZHA1ZocXQQC2BSJELD8+lGSEKcI5cCEoZ72igYhTwgRNU3vN2N0iNfMx+iVTGsuKYHkOOUSGNrFTXKulIA6axgjfMYDuCR0FM/kOTm1wSHyfJjkrmUZSHWFYp95YvTzojkWt8pcc2JstZYDIyTbTlDB3GoOaJcpjE7GX6TkLIQHqjkY8spjNV6ct3AVNI+/AcAzlowGdqc5CujBgWG4fIM7LikUPcpjn1eMVTZhGSWEsc21x5znheM2/qpFxYrDlPDJETlPJ0ZqDqmbbeAPKK+4RnP7XZzdLgko3fwaej/lRYUPatbaIHJWZCvwm7Hg1UgNhsZkWJh1E9idCL0fzi+nJGrI2WFGEnBecEy5nQlY4vY2RDmUPRGc1O4iCZMbSgTA0HtJ0akzYqlalOYWnLJRoVmU0cKoreCEaowYynVFMq9kL6FaeOFKpfO6pr2BlDtbmzpyRTF1hNxdVCthRxZ41XWlXIVMz9lK049Z4kCTXXr+azeGtlTF4t1EHgATSrbY1qYBvq1SX9VUQkxZ+48LpYj4kTI10Zl1YjO75yFpax09wcZnc12VTWjLCfZZRP+9JZ2Wy2tJw8bfNSW8XVshYEb10ObOMj29mW7rJEuy33cqvbv4RWUoPFbXCX/lnbPpVVtcA9rlmHO6Dl0pa3zlUPdAuWOX9Vl1F6rWsw+zqx7dKTY6i6rkujgtvmireLHnyueTHjW5Kpd71Li2Ny5ZrdmVKXvvNSkGsfB958zZe/9V1twLw7svwmj8CmBe1ea8lBSg2YwXwTy39juxKMxZTCxA1EUdl0OQFPmMMV/ud7qxBgfJGYu7RqX2ul67v9rpiMF54H5Ow3Y18eeEV3/clYc1zVw1a2FVQF8v6aeVj5qc3IFGYhUB7M5KRqtshR/ik/R1xltGZ5y1zuspe/DOYwA1XMTKYymUsq4zPPLM1q7hib23ywN8M5pUgWDJbnXD3PifXOeHZsTOzVNOfjbkPJgdat6ZJVaNbuBdGJ/uyi69dozI7l0JF29LqQVmlLw6SVmVY0nzsN6lCLetTOLQAAOw==)

*What would the apparent magnitude distribution function be in this situation, i.e., N(m), the number of stars with apparent magnitude m observed in this slice of sky?* [Hint: Begin with: *N*(r) = . Integrate. Now recall the relation between the apparent and absolute magnitudes as a function of distance, *r*. Solve for *r* as a function of m and M, and then finally *N* (or log(*N*)) as a function of m.] Now it turns out that observations of log(*N*) do not follow this functional form. *Propose reasons why not.*

If *N*(*r*) = (1/3) *n ω r*3 , then *r* = (3 *N*/ *n ω*)1/3 . Recall (m-M) = 5log(*r*/10) from which it can be shown that log(*r*) = 0.2m (1 – 0.2M). Notice that the quantity in brackets is constant for a particular class of star (e.g., G2V). (If stars are well mixed in the Galaxy, then this should be a constant in general, i.e., where there is a variety of stellar populations). Now since log(*N*) = 3log(*r*), then star counts (under the above assumptions) should show log(*N*) = 0.6m + constant. They do not in general. Why not? Because: a) of interstellar extinction in the plane (in which the Sun is situated), b) the Galaxy is neither finite nor spherical. (One can do the same thing with an extragalactic population such as radio sources or quasars or… In this case, deviations from 0.6m also can be from source evolution and the expanding universe.)

1. Binomial Distribution

Let’s imagine that the Hubble Space Telescope observed a sample of 52 globular star clusters. (This is not true, by the way!) The HST found that 11 of the 52 had “cuspy cores” (i.e., cores with a very high stellar density). The rest did not. Now the James Webb Space Telescope, Hubble’s successor, will observe a further sample of 137 other globular clusters in our Galaxy. *What is the probability that JWST will find 10, 20, 25 and 30 cuspy clusters in this new sample?*

This can be found via the binomial theorem where the probability of a “cuspy core” *p* = 11/52 or 0.212 (assuming the same fraction “success rate” will apply). For *N* clusters (137) with the number of “successes” *n*, then the probability of achieving n is given by:

P(*n*) = *N*! / ((*N-n*)! *n*!) *pn* (1-*p*)(N-n) . With *N*=137, and *n* = 10, 20, 25, 30, then:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *n* | 10 | 20 | 25 | 30 |
| *P* (percent) | < 0.001 | 1.4 | 6.1 | 8.0 |

NB: one has to be careful numerically here and use either a routine that keeps “double precision” or be clever in how one computes P. I strongly recommend using Ramunajan’s approximation for log(N!) where N is large. Amazing.

1. Poisson Distribution

One of the graduate students in this class took multiple, one-second images of a high-redshift galaxy through a particular filter. Upon reduction, the student found that the average photon flux recorded from the galaxy was 137 photons per second. *Considering only shot noise (and not detector noise), what is the probability that an exposure of one second would record 110, 120, 135, 145 and 155 photons?*

In a Poisson distribution, P(n) = *μn* e-*μ* / *n*! where *μ* is the average photon flux, and *n* is the anticipated count rate (where *μ*=137). [First taking the natural logarithm of each side is actually easier: ln(P(*n*)) = *n* ln(*μ*) – *μ* –ln(*n*!).] This leads to the percentage probability:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *N* | 110 | 120 | 135 | 145 | 155 |
| P(percent) | 0.2 | 1.2 | 3.4 | 2.6 | 1.0 |

1. Gaussian Distribution

While the mass or luminosity function for stars in general is a power law, it turns out that stars of a given spectral type, e.g., G2V (like our Sun), have an absolute magnitude distribution that is Gaussian in nature, with a mean absolute magnitude of +4.83 and a standard deviation of 0.11 magnitudes. *If the Sun has an absolute magnitude of +4.74, what is the probability that a G2V star randomly selected from a fair sample of such stars has a brightness equal to or greater than the Sun’s?*

The appropriate probability, P, is

The argument of the first error function is -0.579 (remember, brighter magnitudes are more negative), and so the probability that a G2V star is brighter than the Sun is 20.7%

1. Gaussian Distribution

For a particular culture, the height of adult males is normally distributed, with a mean of 175 cm and dispersion of 7.5 cm. Adult females’ mean height is 165 cm with the same dispersion. Suppose there are an equal number of males and females in this sample. What is the likelihood that a person 172 cm tall is female?

Here *μ*f = 165 cm, *μ*m = 175 cm, and σ = 7.5 cm. The ratio of the probability that the person is female to male is given by:

exp(-(x-*μ*f)2/2σ2) / exp(-(x-*μ*m)2/2σ2) = 0.647 / 0.923 = 0.700and so the probability that the person is female can be shown to be 0.412 or 41.2%.

What is the likelihood that a person over 190 cm is male?

In this case, one must compute the following integral using *μ*f and then *μ*m:

This yields *P*f(190) = 0.043 % and *Pm*(190) = 2.28%, which, under the assumption the total number of females and males is equal, yields.

*P*m(190) = 98.1%. (and *P*f(190) = 1.9%)